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ABSTRACT

Recently, crowdsourcing systems, such as the Amazon Mechanical Turk
(AMT), Crowdflower or FouleFactory have gained a huge popularity. Crowdsourcing
solutions have been shown to be useful especially for the tasks that are difficult for
the computer. In this context, quality control has become rather a necessity, although
it is a challenging issue, due to the unreliability, diversity or lack of skills in the crowd.
This thesis aims to find a quality assurance algorithmic crowdsourcing solution, which
maximizes the overall quality of the crowdsourced output while taking into
consideration tasks diversity and human factors. The proposed solution includes two

main components: data modeling and task assignment.

This thesis proposes a quality assurance crowdsourcing data model (QADM) that
considers both diversity of worker skills and changing behavior. The goal is to
appropriately model the worker quality and do so by effectively modelling worker
suitability for new tasks, worker reputation, worker accuracy in completed tasks and
worker expected accuracy in new tasks. To improve the worker accuracy estimation, a
Task-to-Task Similarity algorithm is developed that achieves higher accuracy than
Cos(topic), Cos(tf-idf) and Jaccard similarity methods. The quality assurance task
assignment decision problem is solved as a binary classification problem. The results
achieved show that QADM exhibit accuracy improvement by 0.6 over the baseline
model and over the CrowdAdvisor model by 0.005 and 0.013 in Decision Tree and
SVM classifiers, respectively.



The ingredients of the QADM are used as objectives to the top-k task assignment
problem, which is formalized as a multi-objective optimization problem and it is
proven to be NP-hard. A memetic-based quality assurance task assignment algorithm
is proposed. It finds the most suitable top k-tasks for each worker. It applies both
Differential Evolution (DE) and Large Neighborhood Search (LNS) in a way to better
make use of the exploration ability of DE as a global search and the exploitation ability
of LNS as a local search. The experiments are done using published standard test data
and results show that the using a simple DE algorithm with the large neighborhood
search as a local search during the evolution cycle yields the best performance.



